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STATUS OF CFDLIB PERFORMANCE TESTS ON THE T3D

Nely T. Padlal, Bryan A. Kashiwa, and Douglas B. Kothe

Thaora!ical Division

Los Alamos National Laboratory t

Los Alarms, NM 87545

ABSTRACT

C) X.IB is a collection of two- mu+ rhme- dinunmual computer rodes

fir pmblerns in conqrumriomi @id @mmics. T& Iibrssry handles

u wish mrtge qf flisw regimes both single and multiphswe.from JsIIY

incompmmible so hy~rsonic, chemically reactin~or inrrs mom-ids. The

rndmd uses tk implicit Consirwou@uid Eulerian ~ckme (ICE) which

kcasws essentially idenrical 10 the Ma&r and Cell (MAC) method in

tk incwspmssible Iim”s The me:hod a Finite-Wume sckme, with

cell-centered state variable.-. utilizes an A&rmrybgnugian-Eulerian

(ALE) spli. coqwariwsal cycle in Ihe sense IhaI :k mesh is allowed to

move in an arbitraty jbshion. In &lion. CFDUB employsa muhiblock

&la slructum that proved ewwnely convenient fir impbnenmtian on

pamllel computers. CFDUB u now awtilable in sequential or parallel

envimnmenm is wn”ttenin saxdwd FOR17L4N 77. and is hig~y paruable.

Resukr am given for a selection of specialized applicasianstkrt illussmte

the kind of prablenu of interrst toCFDUB nrers. Finafly. initial results

are givenfir pesjiirtrsancestudiesconqntn”n~Ik Cmy Y-MI? T3D. utsdan

IBM wwrkmtion cluster. For terrain problems. a Y-MP-equivalent real

solution time u achieved wit} less Ihon eight processorson tk T3D.

L Intrwuctlon.

The long-term god of ibis wGrk is lo develop a practical simulation

capability for reactive multiph~ flow problems of day-tc4ay

inlerest in US industry. Tire Los Alsmos Hydrocode Libraty

CFDLIB (Computational Fkid Dynamics LIBmq) is being

dcvelo~ in order 10 accomplish [his goal. This paper mpts

[he early status of comparative performance [esting of Ihe code

Iibnuy.

Classical examples of multiphase flow are bubbles of gas rising in

a liquid, and solid grains falling in :1 liquid. A three-phase flow

exisls when the gas. solid, and liquid are all coflowing. Reactive

mulliphbse flow mom%, for example. when [he gas becomes

capable of dissolving in [he liquid, or when the solid grains act as

a catalyst [o reac[ions ~hai take place among different chemical

species in the liquid. Chemical Engirrem make use of devices

ihal ml y on reactive muhiphase flow prsrcesses for a great many

PJ~s in industry. Upicdy a V(?W1 called a reactor is used

10 contain the prwess, with reactants injected a[ one place, and

prsducts extracted a[ mtoh?r. An impottatrt Pararne[er in k

design of these systems IS [he reactor efficiency. a measure of

ti effectiveness wiLh which the reactant stseam is convetted into

the product slream.

These reactive multiphase flow processes can kc represented

by solutions {o R system of consetwation equations for mass,

momentum, energy, and other variables such as ctsm!yst activify,

[hat deacritu the averaged ‘state’ of the flow at a poin[. Adequate

description of he state typically requires keeping tmck ot [he

momemum and emgy of tech phase, as well as the mass

concentration of numemus species making up each mzterial.

Hence there might k a minimum r -3 I variables necessar~ [o

define the avetaged slate al a point, for a three-phase problem in

which there are three species making up each phase, The tm nerical

means by which time+mden[ solutions are obtained requires

that the reactor volume b suMivided into a collection of small

volumes, called cells. in which lhe consema[ion quations are to be

satisfied. Hence, 10 &fine the sta[e at ssfxsint. one needs 3 I words

of memory per cell in the foregoing case, Sufficient resolution of

tk flow dynamics may easily require on the oder of 107 such

cells. Furthermore. the numericak methodology often my require

ano!kr 102 or so words per cc::. w that the rnemo~ needed

mpidly approadws 10’0 wnrds for ptcsblems of this sott.

[n addilion to a single solutirsn to the stn[e, we seek a squence of

solutions sepatated by small time increments. adding considerable

complexity to he problem, This lime sequence, which may he

10a stept long, setwes 10 produce a simulation of Ibe process that

is invah.iable in understanding the nature of the process, impmvi!ig

(k efficiency or creating a whole new process,

t Bj accepanle of [his aflicle, the publisher ~ognizeg that t~ U.S. Govemmen[ m[ains a n~nexclusivc, mya[[y-free licen~ 10

publish or reproduce the published form of [his conkihsltion, or to allow others ISI do so, thr U.S. Chvemmenl purposes. I%is is

work performed under [he auspices d’ he U.S. Department of Energy,
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Hence the problem of’ creating the process simulation is highly

compulationally intensive, not only t’rom the memory standpoint

but also in terms of the time required to reproduce the many

hundreds of arithmetic operatiom that advance [he state from one

point in [he [ime sequence [o the next.

The hydrocode library C’F19LIB is being developed at Los

l!amos for these compulationally intensive problems. The next

section is a brief description of [he phys]cal models contained in

the library, the numerical method employed, and [he data structure

used in CFDLIi?. Section 111 contains a description the steps

taken to convert the original sequential version to one capable

of runiring on a selection of distributed-memory platforms [hat

include UNIX workstation clusters, and the Cray T3D. Section IV

describes tnree typical applications in reactive mukiphase flow.

Performance comparisons for two of these problems are given in

Sec. V. in the final section we briefly summarize this work and

present a few conclusions.

Il. Equationa, Method, DGte Structure.

me equations used to describe the reactive multiphase flow

problems shown here are derived from a statistical average of the

exact cormrvation laws (Kashiwa and Rauenzahn, 1994). The

discontinuous microscopic nature of the instantaneous fields is

smoothed by :he statistical awraging process. The result is a set

of conservation equations for interpenetrating continua. each phase

representing one of tbe continua which are interacting with each

o[hc.r through exchange terms, One of the significant challenges

on the thecsretical side of this work is in the modeling of those

exc!mrge terms, in addition [o closure modeling for other terms

that represent effects of fluid turbulence. This is an area that

remains somewhat open, and one which ma; be sigrlificanily

improved by a simulation capability of the sort described here.

CFDLIB employs a solution method based .n a class of schemes

called finite-{olume (FV) methods. In an FV scheme. the

integrai form ot the conservation equations is solved on a domain

overlaid by a mesh of small ‘cells’ each of which is treated as a

control volume. The flows of material, momtvmtm, and energy

are computed in a strongly conservative fashion since the flux

!.-itving one cell is exactly that which enters its neighbor across

a common cell boundary. Because of this strong conservation,

FV schemes are among those most commonly used in CFD. A

detailed description of the numerical recipe used in this work

has been given elsewhere (Kashiwa, Padial, Rauermahn and

VanderHeyden, 1994),

An important aspect of the eflicicnt solution of the discrete

equation is in the manner by which the dat~ is stored in the

~ornputer, called [he data struch.tre, since the rate at which data can

,X accessed itnd used depends rm where it resides ill [he computer

memory, A multibbck data format has twen selected for use In

CFDLIB. In this, the physical domain is partitioned Into ‘blocks’

(thal can be envisioned as a brick) of regular swuc[ured mesh

having an arbitrary logical size (length, width, and heigh[). Each

block is connected to its neightmr by way of ‘ghost cells’ [hat

are invisible. and in which is stored a duplicate copy of the state.

comesponding [o the neighboring block’s data. Within each block,

the da[a is stared in contiguous arra!s so that access to neighboring

data is ..;complished with pre-determined offsets. making indirect

ddressing unnecessary. This dat~ arrangement is ideal for vector

processing since a sweep over each block is performed with a

single array index. allowing long vector lengths to be used. Details

of this procedure have been published elsewhere (Addessio, ef al.,
1991).

Besides enabling the calculation on rather complex geometric

domains, and apart from enabling efficient vector processing.

this data structure lends itself naturally to distributed memory

processing. Each block, or group of blocks. can be directed

for prc:essing on a separate processing element, and a message

passing protocol used to ship data into neighboring ghost cells.

With this in mind, the inter-block communication routines in

CFDLIB are designed around a message-passing template. First,

a sending buffer amay is loaded with the host block’s state data;

second, that array is copied into a receiving buffer array allocated

for the receiving block; and third, the receiving buffer is unloaded

into the receiving block’s ghost cell storage space. On a single-

memory compuler the copy is performed directly; on a distributed

memory computer the copy is performed by whatever networking

means may be available. Hence, porting among various parallel

computers is limited to changing the way in which the copy is

performed.

A description of the purring process, the various data t;ansfer

schemes available, and performance are the subject of the next

sections,

Ill. Parallellzetion Strategies.

Apportioning of the work among the available processors forms

the first step for the parallelization of the code, For more than one

processor, the first one (PE 0) has the ttisk of input/output its well

as the calculation of quantities needed by the other processors. [n

the division of labor, the other processors do the calculittion of

at least one block. If the total number of blocks is NBLKS and

the number of processors available for this part of the work is

NUPRO, each processor PE, if greater than zero, takes care of the

blocks varying frojn PE to NBLKS in incremems of NUPRO.

Most of (“’F/) /.fL? routines deal with calculations in each block

These routines need no[ to be changed. Some of the routines arc

drivers [hot send work to the various processors and hitvc h) he



changed very little. They mus[ recognize lhe fac[ that differen[

blocks may be calculated on diffemru processors. Some of Ihe

routines are communication rou[ines [hat receive information from

and send informauon [o rreighkrring blocks. A layer of ghos[ ce!ls

surrounds the block tmundaries. Real cell data values of one block

are [ransfemed [o the ghos[ cells of an adjacem block. CFDL IB
requires (he sharing O( [hree [yws of information: verrex+cntered

arrays. cell+ emered arrays, and face-cemered arrays. In [his way,

diffcren[ communication roulines deal wi[h each diffe:ent case

The Parallel Vinual Machine (PVM) software system (Beguelin

et ai., 1991) provides an atmac[ive vehicle for u;ilizing a

collection of heterogeneous computer systems concurrently and

also for opm-a[ing massively parallel machines. However, PVM

libraries on diffemn[ machines require vendor specific interfaces

making p-sing between machiaes or clus[er cumbersome. This

difficulty could be avoided by making use of UNCOL ( UNiversal

Communication Library) developed by Meltz and horhs (these

proceedings). This is a library of message passing primitives that

uses PVM routines arranged in such a way as to allow cedes [o

run unchanged on a variety of machines. UNCOL consists of a

main program [ha[ initializes the tasks involved in the compu[atiori

before calling the user program as a subrorxinc which, in [urn. calls

the routines provided in the Iibtary for communication, Ahhcrugh

UNCOL provides many function., CFDLIB uses only the poin[-[o-

pin[ send and receive messages and the broadcas[ from orie task

to every other one. UNCOL is especially appealing for keeping

high Portability wi[hout sacrificing excessively the efficiency of

[he calculation compared to ihe direct usc of the PVM routines.

When there is communication tw[ween two blocks, each block

must give and receive information. Using the message passing sys-

tem, a prccessor loads a variable tha[ needs to be communicated in

a Iemprary array and sends [his array lhrough one .f Ihe UNCOL

roulines (SNDJNT-MSG or SNDJUMIJISG). The prccessor

with [he adjacem block receives this variable h-otrgh another of

the UNCOL routines (RCV_lNTJISG or RCV_rJALMSG) in

anodrer temporary array which is, then, loaded in its final dcs[ina-

[ion.

Howeve., when using the Cray ‘;3D. the abili[y of addressin~ the

memory ~lobally offers [he oppmtunity of improving efficiency

considerably. A paper by R. W. Numrich ( 1994a) cm the Cray T3D

address-space offers valuable suggestions for using the fea[um.

Numrich wrote, at our requesl, a synchronization rou[irre for an

set of prcwessors pl [o p2, The me[hd uses [he language F-–
(Numnch. i994b).

The applications presented in this papr use eigh[ modules of

CFDLIB, These modules involve one hundred and twenty SIX

routines, One hundred and [hree of these routines are exactly [he

same in both the sequential and parallel versions, Only six of lhc

modified routines require very extensive modifications,

Iv. Description of Test Problems.

Our ini[ial performance smdies corcis[ of three mul[iphaw and

one single-phase flow problems: a [wc+dimensional gas-liquid

separator simulation. a three-dimensional bubble column ,tanup.

a three-dimensional gas-liquid-solid riser simulation in a fluld

ca[aly[ic cracking (FCC) unit, and a single-phase Sedov blast

wa-e. Each of these exhibits differem forms of complexity in

the compurz[ion as described nexl,

Separator. The gas-liquid separator, a device commonly used in

chemical processing as a means of ex[rac[ing gas bubbles from

a liquid, consists of a tank having a cen[ral downcomer pipe,

as shown in Fig. 1. A b~bbly flow s[ream is imroduced at the

bottom, and a disengagement surfa~;c forms near the top. above

which a pon for gas removal is placed. The goal is [o let [he

gas bubbles migrate to [he mrr%ce before the liquid exits Yia lhe

cenoal downcomer pipe, Efficiency is measured by the amount of

gas remcved before the flow reaches the downcomer and leaves

[he tank.

The first test problem computes the separator flow for a ynod

of lime, on an interior domain subdivided into 28 blocks of mesh.

This al;ows us [o place a different number of blocks on a processor,

in order [o observe a measure of scaling effectiveness on the

parallel processor. Figure 2 shows typical flow field.

—

I
150

50

a
.s0 9 5C

Figure 1. IVenty-eighl block, axisymmetric mesh Ior the

separator problem, The heavy lines indicate block tmundirrits



3D Bubble Column The second [est problem ccmers on [he

startup of a bubble + Jmn in 3D. A bubble column, another com-

mrn device in chemical processing, consists of a rank of liquid

[hat has a smeam of gas bubbles inmoduced across :+e bouom.

Figure 3 shows [he borsmkuics of the five-block mesh used in tie

calcrrla[ion, The wqmse lwre is [o use lhe rapid upward motion

of the bubbles 10 s[ir the liquid. .4 chemical reaction belween the

gas and she liquid may also be o’ in[cies[, but is nor compwed

in this Iest case. A [ime sequence of the flow stafiup shown in

Fig. 4 demonstrates the complexity of the flow patlems that devel-

oped. Inilially the pml of liquid is al res[, and L% gas fl~w is

applied unifcmnly across the bot[om. Vcr) early on the gas rises

as f coherent collection of bubbles in a medimensiorrai fashion.

As time increases [his one-dinwnsicmality is Prturimd by numer-

ical errors; this triggers [he Rayleigh-Taylor instability tha[ rapidly

Since [he bubble column domain is subdivided into five blocks,

each of which comains a numlnw of cells very much larger than

[hose in the Separalor case. the area 10 volume rmio is smaller. in

lerms of the amount of dam to be communicated, than in he first

case. Hence this gives a measure ~f psrformmsce where one has

[aken care to minimize communication and maximize processor-

wise calculation.

FCC Injcctlon Region. [n this 3D problem. an upward flow of

gas carries solid grains of hot catalys[ in[o the bmtom of a vertical

riser pipe. The cylindrical ccmpu~tional domain is parri[ioned

into five mesh blocks as ir the bubble column simulation. Liquid

oil. 4H3° F ceder than the hc t camlyst, is injected al four Irxa[ions

approximately one pipe dian eter up from the enlrance of [he pips:.

iryclion occuF, a[ m anglls of 60 &grees relative to the veflical

and 45 degrees relative 10 Ihc pipe wall. which induces an upward

swirling motion. The cil is injec[ed just below i[s vaporization

[temperature at twenly [imes lhe velwity of the upward-moving

gas-solid mimsre. The hot catalys! rqridly heats the oil, causing

it 10 vzporize. ‘flsis process generates an enormous volume of oil

vapor that rushes upward, accelerating Ihe slower-moving catalyst

groins.

Figures 5 and 6 display volume fraction isosurfaces for the KC

injection simulation. “Ihe injected oil is not allowed to vaporize iri

the case shown in Fig. 5, in contsaat with he case of Fig. 6, where

vaporizrs[ion occrirs rapidly, generating large pocke[s of gas-rich

regions.

This is a hrre-phase (liquid-solid-gas) problem Ihm is highly time-

~ilskdy. Since !he cracking process occurs in the vapor as [he

mixusre accelerates up the riser pipe, [he lYPS of simulations

wfdress crucial issues for the chemical engineer such as [he liquid

oil pcnetra[ion and mixing, oil v.ipor generation ra[e, and vapor

distribution.

-30 -m -lo 0 10 20

-----

Figure 2. ~pical flow field, at a particular inslant, in the separator

simulation problem. The topmw parl of [he mesh is shown.

breaks the cm~-dimensimsal molion into a complex. swirling, three-

dimensional motion. The flow na[urally organizes itself so [ha[ a

bubble-rich section exists near [he cen[er of the column. where

[he gas flow IS wrongly upward and drags the liquid upward with

it. At the sides of the column resides a liquid-rich Irsyer where lhe

[he liquid falls until it reaches the bot[om where i[ is again lifted

by the gas, and w on.

Blad WaV.. Tire final test problem is designed to give some

belter indication of the scaling behavior of CFDLIB on parallel

compuisrs, For this we compme the dynamics of a blas[ wave

originating from a point al which energy is deposited in an

otkwise uniform, walionarj, rm.dium. This is a standard tesl

problem for hydrocodes, named after L. I. SedoV (1959), who nrsl

gave the analy[ic solution in the case of a ~rfect gas. Wc conduct

he calculation on a domain consisting of a [en by ten array of

blocks, each of which is made up of a ten by tcr~ array of c’!IIs.

Figure 5 shows the mesh and some as~c[s of (he solution at a

terrain time, shoflly after deposition of Ihc energy.



●

v. Porformatlcs Comp,rlmt.

A @ormance measure of pmlicular interes[ is [he real time nec-

essary [o obtain solulions. A convenient way of expressing [his

is the grind time. defined as the real (wall+ lock) time ~r sim-

ulation tirm qtep. ~r mesh cell, (For a single dedicad pro-

cessor. we assume the real time and cprr time am equivalent.)

Each ot Ihe foregoing mst problems was run on a single pro-

cessor of the Cray Y-MP, nmning UNICOS 7.C.3. For Wr-

POSCSof cormra.st here, we let the single-processor Y-hiP glind

lime tY~P serve as tk normalization factor. ‘flint is. we define

the rrondimenmonaf time f as the muh.ipros%ssor &rind lime ~~P

.— — — ——. — .——.

-Pfwm Fluw SkmsbW:
-~WhaC--

1. . .. .. ...... -----
Figure 3. Mesh configuration for the 3D bubble column startup.

l%e top and bottom planes are shown, with vertical lines wing

the corners of block boundaries.

divided by tvmP; hence a unil value of t = tmP/tYmP constitutes

breakeven. Smafler values oft indicate an cwcrall lime savings.

We displ~y a performance comparison for the separator problem,

and for the Scdov problem. These represent two very different

kir,ds of Prob]rm: one is communication-bound, and he other is

not. The multiphase flow in the separator is an incommessiblc

flow, requiring [h? solution of an implicit (mesh-wide) prmblem

for he prmsure field. at tach step in time. The Serfov problem

is an explicit. compressible flow case not requiril~g such a solution

for the pressure. In addition, the mesh for the separator is far

from optimum in [crms of k surface [0 volunw r-mio of cells In

each block. whereas [he Sedov mesh is perfectly balanced with a

much smaller number of surface cells compared 10 hc numb of

cells in each block. The Y-MP grind time for he implici[ scparmor

problem is 285p per cycle per cell and that for he explicit Sedov

problem is 45 ps. The difference arises mainly from the many

(a few hundred) datm communications performed every time step

in the implicit case. versus [IM singfe dara communication each

step of the explicit case. Since a large number of problems in

industry require implicit solutions. and a large number of problems

in deferssc require explicit solutions. we reporI on bolh cases here.

Figure 7 we plot ]oglot versus Iog?p. where p is the number

of processors, for the 28 blink separator problem. Recall that

we dedicate one of those processors to lhe meager tasks of lfO

and comrol functions. so for P = 2 all of the work is done on

cme processor. We rstie that for [his case none of [he systems

[ested acnieves brea.keven (loglOt = O) since the large mstiam 10

volume ratio typical of the small blocks of nwsh tends to cause a

communication botdeneck that is flmrher aggravated by the impl:cil

problem.

figure 8 is a plot of Ioglot versus log2p for the SedOv problem.

[n this %wance the Cray T3D achieves a clear brcakeven (Y-MP

time+ ~ivalence) with less than eight processors and afmosl a

factor of ten spd up (loglut ~ – 1 ) with 64 processors.

VI. Sumnwya

We presented a brief korfrsctims tc Ihe hydrocodc library CFDLIB

and earfy performance results of com@alions on he Cray T3D

w!th M PVM and F-- commursication protocols and on an

IBM workstation cluster with PVM. We used as a baseline the

~rformame of the single-prmcasor Cray-YMP. We observe a

linear speedup in [hc cast of an explicit problem. for wliich inier-

pnxesaor dma communication is performed once at each time

step 01 the simulation. However, we w nol achieve a YMP

breakeven for an implicit problem, where many inter-processor

data communications are required each !irne step anti for which :

poorfy suited mesh is used. We expect that a three-dimerssionaf

implicit problem, as [he 3D FCC Prcrblell having a smefl surface

to volume ratio Ior cell, would achieve breakeven for a number of

processors belween eight and sixRen,
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Figure 4, Time sequence of results from [ht bubble column simulation,

1=25.0s N =2160

r
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T = 30.08 N = 2Y73
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[sm.dates of 25% ghs volume fraclion are ih~wn.



.

0.008s

(

?c-

—

I
. -———.—. _

0.0288

(

(

. .

I!!l!!l.—— ——— — .. . ..

0.000s 0.100 s

—

— I
Figure 5. lime sequence of liquid volume fraction isosurfaces ( 15%) near the injection region of an FCC riser. Liquid k injected

from four Itxations at high speds relative [o an upwarrling-moving hot mixture of gas and solid calalysl, For illustmtion here,

liquid vaporization is supprtwcd in this example, Lines denote mesh block boundaries.
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Figure 7. Mesh. blocks. and cornours of constam pressure

for he Scdov blas[ wave problem.
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Figure 9. Performmm comparison for [he SedoV problem.

Figure 8. Performance comparison for the sepamlor protrlem.
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